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Introduction
u The STAR detector at RHIC produces 10s of PB every 

year and ran its data production on NERSC/PDSF for ~20 
years

u PDSFôs is EOL -> migrated to NERSC/Cori

u Ongoing Efforts for STAR Data Production on Cori

u Container Model

u Scalability of CVMFS serving the STAR SW on Cori

u Workflow on Cori

u MySQL Database access

u Efficiency
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STAR Software in Containers

u Docker/Shifter containers are required to enable the STAR Software to run on Cori

u Best to deploy minimal containers, with Software stack

provisioned from CVMFS

u Initial Container Model: 

u Base OS SL7 + RPM + STAR SW + 1 STAR Library (4 GB)

u Minimal Container Model:

u Base OS SL7 + RPM

u CVMFS Serves: STAR SW + STAR Libraries

u Our previous setup required 1 node to run a MySQL DB container 

while all other worker nodes would run STAR tasks

u The current running setup combines STAR Tasks 

& MySQL Database on 1 node

u Current Container: SL7 + RPM + mysqld

Container Maintenance Tree
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Current Running Setup on Cori 



CVMFS on Cori

Throughput Maximization for CVMFS

u Looked at average of events produced min/ñtaskò

u Drops by ~10-12% at first but we still gain in ñevents min/nodeò

u Curve remains flat afterward up to our max @15,000 tasks on 240 nodes

u In order to achieve this we needed to modify our workflow with 

time delaysé
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CVMFS on Cori

u Fuse restriction on Cori (No Kernel access on worker nodes)

- cannot munt CVMFS natively

u NERSC provides Cori with Data Virtualization Service (DVS) 

servers

u DVS servers forward I/O well, but do not support metadata 

lookups (requires lookup to real CVMFS backend -> latency)



STAR Workflow on Cori
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u First we launch steering script to the batch system

u Starts the STAR+mysqld container

u Runs óLoad DBô & STAR SW scripts in parallel

u Both scripts have random sleep delays (one for copying 

the DB and 1 for loading SW via CVMFS)

u Once STAR SW is loaded the script will wait until the DB 

has started (biggest time killer!)

u Node(s) will launch ónô Parallel ROOT4STAR tasks 

Node 1

Node 2

Node n
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